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DFT Extensions (DFTE): Year 5 deliverables 
and future plans 
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DFTE: Year 5 Deliverables 
o  Engel, Terasaki, University of North Carolina at Chapel Hill:  

  Complete calculation of β decay. 
o  In progress 

  Develop DFT-consistent code beyond RPA. 
o  In progress 

o  Bulgac, Stetcu, Magierski (UW), Roche (PNNL):  
  Improve the performance of the TD-SLDA code. 

  Accomplished; more tests in progress 

  Test the small amplitude regime for light nuclei. 
  Some cases worked out; more to be done 

o  Horoi, Senkov, Central Michigan Unversity:  
  Develop and test the J-Moments NLD code that removes the center-of-mass 

spurious contributions.  
  Accomplished; improving scalability in progress (may use ADLB ?) 

  Calculate more reaction rates in the rp-process path. 
  Some cases worked out; more examples to be done 
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DFTE: Year 5 Deliverables 
o  Brown, McDonald, Michigan State University:  

  Understand the scalability barriers in NuShellX to enable the most effective use 
of GPUs and leadership-class (LC) machines. 
  Hybrid MPI/OpenMP code ready; testing in progress on LC machines 

o  Johnson, Krastev, San Diego State University, Ormand (LLNL):  
  Improve the scalability of REDSTICK CI code up to 50,000 cores. 

o  Main barrier was reorthogonalization; now putting Lanczos ; vectors in memory to 
minimize I/O  

  Use REDSTICK to investigate isosping breaking in pf shell. 
o  Delayed due to problem with I/O hardware on Sierra 
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Time Dependent Approach: Applications to nuclei 
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Scalable JMOMENTS PN Code for Nuclear Level Density (NLD): 
Removal of CoM Spurious Contributions 

Domain decomposition: many-body configurations 

Algorithm: Dynamical Load Balancing 

Machine: Hopper/NERSC 

Strong scaling 

4 Major shells, Nmax=1 
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Calculations of rp-process reaction rates using 
Moments Method NLDs 
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Year 5 Deliverables: Publications 
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Year 5 
Deliverables: 

Talks 



11 

UNC: Year 5 Deliverables 
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UW: Year 5 Deliverables 
Accomplishments:!

-  Improved numerical accuracy and optimized further the SLDA/TDSLA 
codes- Significant portions of codes have been recoded from Fortran90 
to C"

-  Performed a series of GDR calculations in several open shell nuclei  (to 
be submitted)"

-  First implementation of neutron scattering off open-shell nuclei"

-  Performed extensive studies of vortex dynamics in unitary Fermi gas, 
established a number of new qualitative phenomena (published)"

-  Revealed the existence of shock waves and dark solitons in collisions of 
cold Fermi clouds (to be submitted)"

-  Performed the first series of exploratory stochastic real-time solutions of 
Schroedinger equation for interacting fermions (to be submitted) 
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UW: Year 5 Deliverables 
What remains to be done in year 5 

-  Continue the study of real-time path integral for interacting fermions 

-  Study excitation of single and multiple GDR excited with relativistic heavy-
ions 

-  Rewriting SLDA/TDSLDA codes in C 

-  Several papers to be submitted: 

     a) I. Stetcu, A. Bulgac, P. Magierski, K.J. Roche,  Excitation of GDR in open-
shell nuclei 

     b) A. Bulgac, Y.-L. Luo, K.J. Roche,  Excitation of dark solitons and shock 
waves in collision of cold fermi gases 

     c) A. Bulgac, Y.-L. Luo, K.J. Roche, Y. Yu , Real-time path integral for 
interacting many fermion systems"
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CMU: Year 5 Deliverables 



15 
Rest of Year 5: optimize the hybrid MPI/OpenMP code 

MSU: Year 5 Deliverables 



UNEDF Deliverables for BIGSTICK: 

• The LCCI project will deliver final UNEDF versions of LCCI codes,  

scripts, and test cases will be completed and released.  

   Current version (6.5) at NERSC; expect final version by end of year;  

plans to publish in CPC or similar venue. 

• Improve the scalability of BIGSTICK CI code up to 50,000 cores. 

 Main barrier was reorthogonalization; now putting Lanczos  

 vectors in memory to minimize I/O 

•  Use BIGSTICK code to investigate isospin breaking in pf shell  

 Delayed due to problem with I/O hardware on Sierra 

SDSU: Year 5 Deliverables 
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Questions: 

- Different codes optimized 
for different problems 

- Do we need all these codes 



DFTE Plans for SciDAC-3 
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Physics Drivers: 
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UW: Plans for SciDAC-3 
a)   Extend the application of SLDA and TDSLDA to study nuclear LACM, 

induced fission, nuclear reactions, and various collective modes in nuclei 
and related systems 

b)   Study the feasibility of stochastic TDSLDA and perform the first 
simulations of many-fermion systems including fluctuations of the 
meanfield  

c)   Implement lattice QMC with EFT interactions for N=Z nuclei, neutron and 
symmetric nuclear matter on leadership class supercomputers  

d)  Study the dynamics of vortices in neutron star crust 



DFTE Plans for SciDAC-3 
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Physics Drivers: 
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LCCI Highlights for ASCR 
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Office of Science Financial Assistance 
Funding Opportunity Announcement 

DE-PS02-09ER09-24Topical 
Collaborations in Nuclear Theory 

･a. Effective field theory descriptions of nuclear forces  
･b. Properties of nuclei far from stability  
･c. Microscopic studies of nuclear input parameters for 
astrophysics  
･d. Calculations of electroweak corrections to precision data  
･e. Microscopic nuclear reaction theory  
･f. Analysis of the spectrum of excited baryons and mesons  
･g. Studies of the phases of strongly-interacting matter  
･h. Phenomenology of hard probes of hot, dense matter  
･i. Phenomenology of thermal probes of hot matter  
･j. Simulations of core collapse supernovae  
･k. Lattice simulations of hadron properties  
･l. Lattice simulations of thermal quantum chromodynamics  
･m. Ab initio many-body calculations  
･n. Phenomenology of neutrino oscillations  
･o. Dynamics of fission  
･p. Calculations of double beta decay nuclear matrix elements  
･q. Extensions of the Standard Model 
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Double Beta Decay Problem 

Adapted from Avignone, Elliot, Engel, Rev. Mod. 
Phys. 80, 481 (2008) -> RMP08 

2-neutrino double beta decay 

neutrinoless double beta 
decay 
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Neutrinoless DBD matrix element 

€ 

T1/ 2
−1 (0v) =G0v (Qββ ) M

0v (0+)[ ] 2
< mββ >

me

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ 

2

A. Escuderos et al, J. Phys. G, 37, 125108 (Nov 2010) 
Menendez et al arXiv:0906.0179 (rg.prolate int) 
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CMU results 
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Prediction for 76Ge : M 0v = 3 T1/2 (0v )≥10
26 y⎯ → ⎯ ⎯ ⎯ ⎯ mββ ≤ 0.220eV 25 



Experimental Status of DBD 

KamLAND2-Zen at MEDEX’11 
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UNC: Plans for SciDAC-3 
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CMU: Plans for SciDAC-3 

1.  Investigate the role of missing spin-orbit partners to the CI  
2vββ matrix elements or A>56 

2.  Investigate the role quenching and short range correlations to 
the 0vββ matrix elements; use light nuclei (p-sd) in 
increasingly larger model spaces.	



3.  Calculate the 0vββ matrix elements with error ranges less than 
20%. 

4.  Understand the differences between the CI and QRPA matrix 
elements 
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MSU: Plans for SciDAC-3 

Past years: About 15 papers where Nushellx is used for 
collaboration with experimental groups, many on GT strength 

1.  Investigate the 2vββ in A>56 

2.  Gamow-Teller strengths and validation of 2vββ	



3.   Investigate the 0vββ in A>56 



Two 0vββ decay cases 
- 76Ge -> 76Se"
- fp-g9/2 valence space"

-  p,n: 0f7/2 0f5/2 1p3/2 1p1/2 0g9/2"

-  76Ge: dim 1,296,156,991,047"
-  76Se: dim 18,333,463,355,503"

- 150Nd -> 150Sm"
- p: 0g7/2 1d5/2 1d3/2 2s1/2 0h11/2"

-  n: 1f7/2 1f5/2 0h9/2 2p3/2 2p1/2 0i13/2"

-  150Nd: dim  222,314,413,121,622"
-  150Sm: dim  32,199,157,066,956"

150Nd 150Sm 
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(End of SciDAC-2: 3-body forces on 100,000 cores) 

• Run with 3-body up to 1,000,000 cores on Sequoia, 

Nmax =10/12 for 12,14C 

• Add in 4-body forces; investigate alpha-clustering with  

effective 4-body forces (via SRG or Lee-Suzuki) 

• Currently interfaces with Navratil’s TRDENS to generate  

densities, spectroscopic factors, etc, needed for RGM reaction 

calculations; will improve this: develop fast post-processing 

with factorization 

• Investigate general unitary-transform effective 
interactions, adding constraint to observables 

SDSU: Plans for SciDAC-3 
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